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Integrating

Saturation

res deposited energy at end of N level
egration period

haracteristics

¢ High input flux capability

4 Read noise dominates at low signal
(“fog level™)

¢ Dead time between frames

¢ 2x20 keV phts = 1x40 keV photon
I.e. Cannot perform simultaneous
spectroscopy and positioning

¢ Examples: Image plates, CCDs
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Output signal
Dynamic range
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ts every particle as it
rives. Only active pixels read

Characteristics

¢ Quantum limited, Detector noise
often negligible

¢ No dead time between frames

¢ Can measure position and
energy simultaneously

¢ Limited input flux capability

¢ Examples: Geiger counters,
Pilatus, Scintillators
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150 Megapixels Full-Frame CMOS Image Sensor - GMAX3005
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A-ICIMW GMAX3005

SENSOR SPECIFICATIONS
Photon-sensitive area  165mm(H) x 27.5mm(V)  SNR Max 43dB
Pixel size 5.5umx5.5um Dark noise 3.94e-
Resolution 150MP - 30,000x5,000 Dark current <10e-/s/pix (32° C)
Shutter type electronic rolling shutter  Dynamic range 67dB (Intra-scene)
ADC 16bit Dynamic range 75.4dB
Main clock rate 20MHz ~30MHz Sensitivity (PGA=5.6x) 255DN/nJ/cm?
Frame rate 10fps @ full frame Full well charge 23000 e-
Data rate 24Gbit/s @10fps Output interface 120 LVDS pairs
Supply voltage 3.3v/1.8V Operating temperature -55°C ~ +85°C
Max Power 2.5W Package 395 pins PGA
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Supply voltage 3.3v/1.8V Operating temperature -55°C ~ +85°C

Max Power 2.5W Package 395 pins PGA
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O Sampling 5Hz

——f=5Hz

—f=2.5Hz

m Shannon’s Theorem and Nyquist Criterion

4 The highest frequency that can be ‘measured’ is HALF the sampling frequency
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PO : 1.2
-04 - —1f=1Hz
-0.6 - O Sampling 5Hz
—f=6Hz
o ——f=11Hz
-1 -

If the input is not band limited to frequencies less than /2, then aliasing will
occurs at frequencies f + nf

¢ where f = signal frequency, fs = sampling frequency, n = integer
If you have 100um pixels, the very best spatial resolution that you
the absence of noise) is 200um
In any real system > 200um

And that is all assuming NO DISTORTIONS!!
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l Shutter type electronic rolling shutter



Sleigeirllc Rolling Shutter
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Main clock rate 20MHz ~30MHz

Frame rate 10fps @ full frame
Data rate 24Gbit/s @10fps Output interface 120 LVDS pairs




: 480 Mbps
¢ USBa3: 5 Gbps

¢ USB3.1: up to 10 Ghps???
¢ SATAIII: 6 Gbps
¢ Thunderbolt 2: 10 Gbps
m Disk write speeds
¢ HDD: 200 Mbps
¢ SSD: 530 Mbps

m S0 45 SSDs in parallel required to store da
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Dark noise 3.94e-

Dark current <10e-/s/pix (32° C)




Sl
rent Is the signal produced under
Illumination

ark noise 1s a measure of the fluctuations
INn dark current

m Dark noise sets the minimum detectable
signal
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30 - Perforrnarnce

Mar Image Plate Flashscan-30
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l ADC 16bit
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Digital out

as such

m Quantisation errors are % LSB

m Quantisation errors look i
random noise and can




nLevels

256

1024

ard deviation o = (*/,,,, )LSB (Uniform pdf)

4096

65536

Quantisation error (%)

0.113

0.028

0.007

0.0015

Dynamic Range (dB)

48

60

72

96

m More bits usually means slower and more expensive

m Dynamic range is max signal divided by min signal

m Number of bits sets max dynamic range

m Often expressed in dB where dB = 20 log,, (R
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‘ Resolution 150MP - 30,000x5,000

Dynamic range 67dB (Intra-scene)
‘ ADC 16bit Dynamic range 75.4dB

Full well charge 23000 e-

All these are Interrelated



l Resolution 150MP - 30,000x5,000
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Dynamic range 67dB (Intra-scene)

Dynamic range 75.4dB




00,, (Ratio)
€ ratio = 109B/20

m Quoted Intra scene DR = 67.0dB = 2339
m Quoted Inter scene DR = 75.4dB = 5888

m Why the difference?
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eAusorocr Corrparisor

Mar Image Plate ESRF-Thompson IIT/ CCD Daresbury MWPC
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Full well charge 23000 e-



well depth Is 23000e-

3eV / e hole pair a pixel will saturate
with 8 x-ray photons of 10keV

m Suddenly dynamic range is 8!

m Indirect detection Is crucial to increase
dynamic range

m Use a phosphor
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edipix
¢ Radiation damage at 40Gy =1.3x10'%ht/mm? in the

readout chip

4 Strong diffraction spots ~ 10° phts/mmé?/s
® Chip destroyed in ~ 8hours

¢ Direct beam (10191013 photons/mm?/s)
® Chip destroyed in less than a second
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Sensitivity (PGA=5.6x) 255DN/nJ/cm?



8 for Optical Photons
photon £ = "</, = 3.6x109nJ

1 nJ equates to 3x10° photons

m1 cm? = 3305785 pixels

m So 1 nJ/cm? =908 phts / pixel

m Quoted Sensitivity is 255 DN/nJ/cm?

m 1 Digital Number = 0.3 optical phts / pixel

m But what does this mean for x-ray

© UNIVERSITY OF SASKATCHEWAN  Fl MONASH University



Sitivity I1s 1 DN per x-ray photon

Many factors beside chip sensitivity
¢ Conversion x-rays to light (1 photon/30eV typical)
¢ Ability for light to escape phosphor

¢ Transfer light from phosphor to chip, lens, FOT
® Lenses poor f1.4 = 10% transmission (no reflections)
® Fibre optic better but distortions
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SNR Max 43dB



'/l'\' ~, N ‘ Ci gD
reriee and SKNR
NR = 75.4dB or 5888

asheet SNR =43.0dB or 141 11!
Why the difference?

m DNR = Max signal / Detector Noise
= 23000e/3.2e"=7186 = 77.1dB

m SNR = Max signal / All noise (inc. photon statistics)
= 23000/+/23000 = 151.6= 43.6dB

¢ NDb/ Poisson statistics apply to electrons as well as photons

m Difference between my calculation and thel
that they used a full well capacity of
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Real SNR
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m Usually better to have signal In fe
pixels because each pixel has |
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1 pixel
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torrion X = 1ly)

ESRF Image
intensifier
detector
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NSt Uniformm [lurminzation

ESRF TV Detector
Thompson IIT & CCD
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We would like sensitivity to be a constant
varying in time or position
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FPGA GDAQ
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Pixel ARaVADEIEk11s

>

Top electrode

B. Pixellated
semiconductor

Collection electrodes
Bump bonds

Input electrode
Pixellated ASIC

mmo o
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We would like to know E,
but.....

E0:E1+E2+Eesc
We don’t know E_.
E, and E, are separate events

So we must be able to
associate multiple energy
deposits as single input photo

We must also minimise
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Energy (keV)
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Deteclor

ormity across device
Ageing, radiation damage
¢ Dynamic Range

¢ Linearity of Response

¢ Stability

m Spatial Measurement
¢ Spatial Resolution
¢ Spatial Distortion
¢ Parallax
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onsicderations

m Energy Measurement
¢ Spectral Resolution
¢ Linearity of Response
¢ Uniformity of Response
¢ Stability

m Time Measurement

¢ Frame Rate

¢ Photon Time Resolution
m Others

¢ Size and weigh
¢ Cost




on to detector performance metrics
as
¢ Spatial resolution, Spectral resolution, etc.

m Often we need to corollate with other
parameters

m Requires that...

¢ The detector respond to triggers

¢ Be able to synchronise with other systems me
multiple parameters
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oF SIrZItISTIcS
e guantised and hence subject to probabilities

oisson distribution expresses the probability of a
mber of events, k occurring relative to an expected
number, n g

P(n,k) = T
m The mean of P(n, k) is n
m The variance of P(n, k) Isn
m The standard deviation or error (noise) is Vn
m If signal = n, then SNR = n/xn=n
m As n increases, SNR improves

© UNIVERSITY OF SASKATCHEWAN 8 MONASH University



detector  SNR._ =./N.

perfect detector SNR,. . < 1/

We can define N, that describes real SNR
NEQ = SNR “Non_ideal

Ratio of NEQ to N. . IS a measure of efficiency
NEQ  SNR*Non-ideal

DOE = ——= —
Q N. SNRZinc

Inc

Note that DQE Is f(spatial and spectral

INC
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